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Analysing linguistic variation with Rbrul – a step-by-step guide 

 
Dr Agata Daleszynska 

Contact email address: agata.daleszynska@gmail.com 

 

1. Rbrul – what does it do? 

The type of statistical analysis performed in Rbrul is called multiple logistic regression. In 

multiple logistic regression the probability of one outcome is modelled as a function of the 

linear combination of several explanatory variables (basically, it establishes the relationship 

between a dependent variable and multiple independent variables). Please consult the 

manual for more details: (http://www.danielezrajohnson.com/Rbrul_manual.html)  

Advantages of Rbrul: 

 Easy to use (no need to type commands, you always select options from the menu),  

 Easy input from Excel  

 Allows for mixed effects modelling 

 Allows for modelling continuous variables  

 Helpful in handling interactions 

Disadvantages of Rbrul: 

 I’ll emphasise one which is crucial - It allows for only one type of analysis (logistic 

regression). There are plenty of other tests and types of analyses which you might apply 

in variation analysis through R or SPSS. 

 

Below, I will conduct a step-by-step analysis of variation within /t,d/ deletion in Bequia 

Creole (Meyerhoff and Walker 2007; Daleszynska 2011). For a detailed discussion of the 

variable cf. Guy (1980; 1991), and for /t,d/ deletion in Caribbean English Creoles, cf. Patrick 

(1991; 1999) or (http://privatewww.essex.ac.uk/~patrickp/TDintro.htm) 

 

 

2. Preparing your data for Rbrul 

 

a) Download R (http://cran.r-project.org/) 

b) Open R and type in (or paste) the following commands following the > arrow 

> source(http://www.danielezrajohnson.com/Rbrul.R) 

After a while, another > arrow should appear where you type in > rbrul() 

Once you do this, your Rbrul ‘main page’ should look as follows: 

agata.daleszynska@gmail.com
http://www.danielezrajohnson.com/Rbrul_manual.html
http://www.r-project.org/
http://spss.softonic.pl/
http://privatewww.essex.ac.uk/~patrickp/TDintro.htm
http://cran.r-project.org/
http://www.danielezrajohnson.com/Rbrul.R
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Tip: Before you load your data file, there are several things you should check: 

 

 Make sure your data file has no empty cells (every row of your spreadsheet needs to be a 

token) 

 One column needs to contain your dependent variable (a response) 

 The other columns must contain the independent variables (predictors) 

 Save your spreadsheet as .csv (comma separated value). Rbrul won’t load .xls files! 

 

3. Loading data into Rbrul 

 

To load your data into Rbrul select 1 from the menu.  Rbrul will then ask you what separates 

the columns in the file we want to load. Select c for commas (since our file is in a csv format). 

 
Next, select the data file from the location on your computer. Once loaded the data should 

look as follows: 
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 Tip: Remember, once you type/select something into Rbrul, you can’t untype or undo 
it! So think twice before you select it, otherwise you have to restart your model and start 

from scratch.  

 

 

4. Main Rbrul Menu 

 

Below your data, you will see several options within the main menu. Here’s what they’re for  

(partially adopted from the Rbrul manual): 

 

Load/save data - allows you to save the current data to a file, and to load a data file into R 

Adjust data – here’s where you recode your data, e.g. collapse factors, combine predictors 

Crosstabs – here’s where you cross-tabulate your data (see below) 

Modelling – here’s where you select your model and run the analysis 

Plotting – here’s where the graphics are created  

Restore data – resets your model 

Reset – resets Rbrul  

Exit – exits to R 

 

5. Cross-tabulations 

 

 Cross-tabulations should be an important part of your data analysis for several reasons. 

First, they allow you to observe unbalanced distributions of your data, and secondly they 

allow you to trace interactions.  

 

 Cross-tabulations are often referred to also as contingency tables and report the 

frequency counts of two or more categorical variables in order to show a proportional 

relationship between them (Tagliamonte, 2006).  
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 In Rbrul these are reported through “counts” (a total distribution of tokens in each cell), 
or mean, which shows the average value of the response. 

 

Let’s try to cross-tabulate two categories: t/d deletion (our response) and the preceding 

phonological segment. 

 

 From the main menu select 4 – crosstabs 

 Factor for columns – I select 6 for t/d deletion 

 Cross-tabs for rows – I select 7 for preceding segment  

 

[We will skip ‘pages’ for now. (It’s a useful function which allows you to 

cross‐tab more than two independent variables at a time.)] 

 Hit Enter  

 Now we have to select whether we want to view the cross-tabulation as a mean or 

just raw data. I want to just see the raw data (counts) so I hit Enter. 

 
 

This cross-tabulation revealed important information, namely, that there are no tokens in 

my data, where t/d would be retained if preceded by a stop. This is extremely important for 

further qualitative and quantitative analysis:  

 

 Qualitatively, it’s telling me that in Bequia preceding stops are the most favourable 

environment for deletion to occur.  

 Secondly, leaving out this knockout could potentially skew my overall result. I need to 

make a decision what to do with this portion of the data. Here’re some options:  
 

 You could remove such tokens from the data set. This is perhaps the most 

straightforward scenario, although you need to remember that this way you’re 

excluding data, which could be valuable! This is not ideal if your model is not “data-

heavy”.  

Knock-out! Categorical distribution 

of tokens (zero or 100%) 
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 Also, remember that just because you decide to exclude these tokens, it doesn’t mean 
they don’t exist. It’s an important result, and you could report on them in your final 

write-up! 

 You could collapse the KO group with another predictor.  BUT, you need to have a 

very good qualitative (conceptual, linguistic) reason for doing so. E.g. the predictors 

are somehow related. Then you could create a combined factor group.  

 

5a. Cross-tabulating with ‘pages’  
 

This option allows for a more detailed insight into how your data is distributed across 

categories. Let’s say I want to see how /t,d/ deletion is distributed across speakers of 

different age groups (older vs. younger). Here’s what I do: 
 

 From the main menu  - 4 for Crosstabs 

 Factor for columns - 6 for /t,d/ deletion  

 Factor for rows - 1 for Village  

 Factor for ‘pages’  - 4  for Age 

 
 

Distribution of /t,d/ deletion among 

older speakers in the 3 villages 

Distribution of /t,d/ deletion among 

younger speakers in the 3 villages 
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6. Combining/removing factors 

Through cross-tabulating grammatical class and /t,d/ deletion I have decided to remove 

preceding stops from the data set. Here’s how I do it.  

 From the main menu select 2 – adjust data, then 3 – exclude.  

 Rbrul now asks which factor group I want to exclude from. I select 7 – grammatical 

class.   Then I select 5 for preceding stops.   

The bad thing is that I just got rid of 83 tokens, but the good thing is that my model is more 

likely to be statistically accurate.  

 

 Tip: It’s good practice to cross-tabulate all your factor groups together to account for 

knockouts, interactions and unevenly distributed data.  

 

 

7. Modelling 

 

We will come back to cross-tabulations soon…For now, let’s try to build our model.  
 From the main menu select 5 – modelling.  

First, we want to choose which variables we want to include in the model.  

 So select 1.  

Now we get to choose our response (dependent variable).  

 I select 6 for t/d deletion.  

 My response is binary (deletion vs. retention of /t,d/), so I just hit enter, but if your 

response is continuous, select 1. 

 

Now, Rbrul is asking which of the variants included in your envelope of variation you want 

to make your application value. If you have only 2 factors, the decision is easy. For example, 
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I select 1 for deleted /t,d/. This means Rbrul will be analysing deletion vs. retention. But I 

could also select 2 in which case Rbrul would analyse retention vs. deletion.  

 

 

 Tip: If you have more than 2 factors it’s an important qualitative and quantitative 

decision whether you want to analyse e.g. X vs. Y and Z, or X vs. Y, or X vs. Z. This is 

particularly important for variables beyond the level of phonology. Your application 

value and non-application value(s) have to fall within the same envelope of variation 

(they need to carry semantically and grammatically equivalent meanings). For more 

details, cf. Lavandera 1978; Torres-Cacoullos 2011)  

 

After I selected deletion as my application value, I now get to choose the predictors. This is 

also an important step. You have to know your data well to know which predictors can be 

analysed together, and which ones shouldn’t.  
 

 Tip: Generally, predictors shouldn’t be included in the same run if they: are collinear (that is, 

they are highly correlated), if they interact (they have a strong effect on each other), or if 

there is another conceptual reason for not analysing them together.  

 

The (non-interactive) predictors I select are: Village, Age, Word, Preceding Segment, 

Following Segment, Grammatical class: 

 

 
 

 In the end Rbrul asks if any of my predictors are continuous. I hit Enter for none but if 

any of yours are, select them here. 

 Similarly, Rbrul asks if any of my predictors are random. Here, I select Word as a random 

effect. I’ll explain random effects shortly… 

 Next, you can select 2 categories which you think might interact. I leave out this option 

for now. If you know your data well and you’ve cross-tabulated your data, you don’t 
really need this option. But if some of the predictors interact, and you want to include 

both of them in the model, Rbrul will ask you: Consider a pairwise interaction of fixed 

effects? Choose them from the list. 
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8. Mixed effects 

 

Above, I have selected Word as a random effect. Why did I do that? 

A few words about mixed-effects modelling: 

Mixed models make a distinction between two types of factors that can affect a response:  
 

 Fixed effects - predictors with a fairly small number of possible factors, which are 

usually replicable in a further study, and…   Random effects - factors drawn from larger populations, unlikely to be replicable, 

such as individual speakers or words (Johnson, 2009: 365; Baayen, 2008: 241)  
 
While fixed-effects factors are modelled by means of contrasts, random effects are modelled 
as random variables with a mean of zero and unknown variance (Baayen, 2008: 242). In my 

analysis of /t,d/ deletion, the individual word factor group consists of unbalanced tokens 
which are not exhaustively sampled across the dataset. For example, some words represent 
very high or low rates of inflection. However, this doesn’t mean that this variability should 
be automatically excluded from the model. Rather, it should be controlled in the testing of 

fixed effects. Especially if it is OTHER factors which are at the centre of the analysis. 
Therefore, including the word class as a random effect provides a good opportunity to 
embrace and model this variation, while at the same time removing the individual level of 
variance from the outcome in testing for the effect of other independent variables.  
 

Speaker is another predictor where mixed modelling could be applied. This doesn’t mean 
that we are levelling out individual variation! Rather, it means that we are accounting for it 
and including it in the model. You can still see the rate of individual variation by tracing the 
intercept of each individual in the sample. This way you will recognise which speakers 

contribute most or least strongly to the variation in question.  
 

9. Stepwise regression 

 

Back to our analysis… 

Now that we have built up the model, we can finally do some testing. 

 

- From the Modelling Menu I select 5 for  step-up/step-down. The program will start 

conducting stepwise regression. What exactly is stepwise regression? 

 

Basically, the program evaluates null hypothesis (which assumes that there is no 

relationship between the factors included, and that variation is random, by trying to find the 

best model including the predictors. Two different, let’s call them, ‘mini-analyses’ are 
conducted by Rbrul: 

 

- Step up – Rbrul adds predictors one at a time, starting with the one that has the greatest 

effect on the response and repeating the process until no more significant variables can be 

added 
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- Step down – the program fits the full model and then removes those predictors which are 

not significant. If both “step up” and “step down” result in the same model – then the 

best model has been achieved and the two runs match 

Here’s the preliminary result of my analysis: 

 

 

10. But what do these numbers mean? 

 

As you can see, Rbrul reports a lot of information. Some of this data will be crucial for 

interpreting your results, other is less crucial but good to know. Let’s focus on these result 

step by step.  

 

a) First let’s have a look at the top bar – BEST STEP UP STEP DOWN MODEL IS... 

 

Here, Rbrul reports which factor groups are statistically significant, and in which order.  

 

 In my data, Village membership is by far the most significant predictor. That is, it matters 

whether you’re from Hamilton or Mount Pleasant for how high your rates of /t,d/ 

deletion are.  

 

 Grammatical class is also strongly significant which goes in line with previous studies on 

/t,d/ deletion in Caribbean English Creoles (e.g. Patrick 1991). This makes me happy 

because it means that my results fit in the overall trend for this variable.  
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 Finally, the preceding and following segments are also important which again goes in 

line with previous studies on this variable. 

 

b) Now let’s have a look at the contribution of each of these categories in turn.  
 

As an example, let’s have a look at Grammatical class: 

 
Two different sets of numbers are of special interest here: logodds and factor weights 

  

– Log odds – are a measure of the effect size. They reflect the strength of the relationship 

between a factor and dependent variable. If log-odds are negative, there is a negative 

correlation between the variables, if they are above 0, the correlation is positive. The 

higher the value the stronger the correlation.  

– Factor weight – simply, it reports the same thing but within the range of 0 - 1.00. If the 

correlation is 1.00 it is a knock-out. Here we observe that regular verbs are most likely to 

occur with /t,d/ deletion. If the result is close to 0 for log odds or close to 0.50 for factor 

weights it is almost neutral. Here this means that it almost doesn’t matter if a variant is a 
negative contraction or not (as in can’t, ain’t). On the other hand, in irregular verbs 

deletion is least likely to occur.   

 

 Although log odds probably show a more accurate fit of each category to the data, 

factor weights are useful for drawing overall comparisons across different sets of data. 

 

NOTE! For models with continuous variables, only logodds are reported. Continuous 

predictors do not have associated factor weights. 

 

– Uncentered input prob. – is another number reported by Rbrul. Roughly speaking, this 

reports the overall prediction of the model. More precisely, the centered input probability 

is the inverse logit of the model intercept. But what does that mean? All these models 

make a prediction for the mean (in linear regression) or the proportion (in logistic 

regression) in each cell, where a cell is defined as a given setting of the independent 

variable(s). The input probability is the average of the predicted values for each cell (cf. 

the Rbrul manual).  
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c) Important information about the model: 

 

Rbrul also reports some more general information about the model. This is important if we 

are modelling the data several times and want to compare the overall fit of the model.  

 

– Deviance - a measure of how well the model fits the data, or how much the actual data 

deviates from the predictions of the model. The larger the deviance, the worse the fit. As 

we add predictors to the model, we will see this number decrease. 

 

– Degrees of freedom - The df (degrees of freedom) is the number of parameters in the 

model, a measure of model complexity (the more factors we add the higher the df). 

 

– Intercept - If the dependent variable is continuous: the intercept is the estimated value of 

the dependent variable if x=0. If the dependent variable is binary: the intercept is the log 

odds of the dependent variable if x=0. 

 

– Grand mean – overall data proportion  

 

– Input probability – See the above definition of the uncentered input prob. To put it non-

technically, it is the overall probability that the dependent variable will occur in a given 

variable context 

 

11. Comparing different runs  

 

The analysis showed that in the following phonol. segment glides and rhotics disfavour 

/t,d/ deletion in a similar manner. This warrants combining these two factors into one 

category – e.g. approximants.  

 

Why would I want to do this?  

 

Above we said that the deviance goes up as we add predictors to the model. Therefore, one 

way of obtaining the neatest, most accurate model is by reducing the number of predictors. 

However (and this is crucial!), combining factors or factor groups needs to be conceptually 

validated. That is, we have to have a really good reason to do this. In this case combining 

rhotics and laterals is justified because: (i) they correlate with t/d deletion in a similar way, 

and (ii) they represent the same manner of articulation.  
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To combine factors, go back to Main Menu and follow the same steps as above.  

 

After the factors are combined, the final result looks as follows: 

 

As we can see, the result is not drastically different, but the significance of the Following 

phon. segment has slightly changed, and so has the overall deviance. Because we have 

reduced the number of predictors, the number of degrees of freedom has decreased.  

 

How do we know then which model offers a better fit to the data (the ones where glides 

and rhotics are combined, or the one where they are separated)?  

 

To test this we will apply the log likelihood-ratio test. 

 

11a. Log-likelihood ratio test 

 

 First, we need to calculate the log likelihood from both runs we’ve conducted. To do this, 
you just need to divide the deviance value by -2.  

 

 So: Run 1 Log likel. = -474.089 and Run 2 Log likel. =-474.133 

 

 Now we subtract Ll 1 rom Ll2 and multiply by 2. The subtracted value is 0.08 (we can 

round it up to 0.1).  
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 Now we calculate the difference in degrees of freedom between the two runs. We had 18 

df in Run 1 and 17 in Run 2, so the number of df we will be looking at is 1. 

 

 Now, all we need to do is to see if 0.1 is significant at 1 df. To do this we will look at this 

chi-square table. The are available online:  

 

E.g. (http://people.richland.edu/james/lecture/m170/tbl-chi.html) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The top bar in the table shows the p value. The left column shows degrees of freedom. We 

are looking at row one since we’ve calculated one degree of freedom. Our value 0.8 is 
between the 5th and the 6th cell in the first row. The p value for this cell is 0.90 and 0.10. These 

values are greater than the usual p<0.05 which means that 0.8 is not significant at 1df.  

 

This means overall that Run 2 is NOT significantly worse than Run 1 so we could happily 

accept it as our best run.  

 

12. Saving your file. 

 

 Use the Load/Save Model in the Main Menu 

 

With this option, Rbrul allows you to save models to disk and retrieve them. It first 

prompts you to save the current model in the current directory using a filename of your 

choice. Then, regardless of whether you have saved the model, it prompts you to load a  

saved model from any directory. This means that in theory, if you load a saved model, 

you will be able to make plots without having to reload the data separately. 

 

 You can also save the data to a txt file through File>Save to File command 

 

 

http://people.richland.edu/james/lecture/m170/tbl-chi.html
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13. Reporting your results – what to report? 

 

Here’s an example of a table output of your results. I chose to report my results in factor 

weights but log odds are also fine. It’s up to you! (Unless you’ve included continuous 
variables in which case you can only report log odds): 

 

 

 

 

 

 

 

 

 

 

 

 

 T/d deletion 

Input prob. 0.719 

Total N 883 

Deviance   948.226   

  F.w % N 

Village p.<3.77e-07 

Hamilton 0.61 79 428 

Mount Pleasant 0.38 58 488 

Gramm. class p.<1.72e-05 

Reg. nonsyllabic 0.75 87 140 

Semi-weak 0.69 68 19 

Negative contr. 0.52 74 254 

Monomorphemic 0.36 63 442 

Irreg. devoicing 0.18 31 61 

Following Seg. p.<0.0001 

Stop 0.67 80 162 

Glide 0.65 77 165 

Fricative 0.54 69 46 

Pause 0.50 64 86 

Nasal 0.48 71 98 

Vowel 0.42 58 250 

Sibilant 0.36 55 64 

Approximant 0.34 55 45 

Preceding seg. p.<0.0005 

Sibilant 0.76 87 151 

Lateral 0.50 70 94 

Nasal 0.47 63 641 

Fricative 0.25 60 30 

Age Not significant 

Older [0.47] 66 845 

Younger [0.52] 81 71 

Lexeme  Random 

 Total  N – total number of raw 

tokens in the data set 

 Percentages of the variant per cell. How much % 

of the variant which is your application value 

constitutes the total N in a given category. This 

allows us to spot any remaining interactions. 

Basically, the greater the factor weight, the 

greater the % should be. In this case, we can 

observe that the % values of /t,d/ deletion is 

79%. There’s a  i teractio  i  y Se i-weak 

verb category, perhaps due to a small number of 

tokens. These should be removed. 

 The proportion of factors in each cell can be 

established through cross-tabs 

Again, notice the interaction between Pause and 

Nasal following phon. Context (the % value for nasals 

is higher than for pause). 

It’s good practice to report predictors, which were 
not selected as significant. Remember, just because 

they are ot sig ifica t, does ’t ea  they do ’t 
matter! To indicate such predictors we put the values 

in parentheses. You can find the values of these 

factors in your Rbrul run.  
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Of course, there are other ways in which the output of your analysis can be presented. 

Here’s another example (adopted from Scleef et al. 2011): 
 

https://docs.google.com/viewer?a=v&pid=sites&srcid=ZGVmYXVsdGRvbWFpbnxseW5u

Y2xhcmtsaW5nfGd4OjQwYWVhNGQzYWQwZTFiZg&pli=1 

 

 

14. Data interpretation. 

 

You have now obtained a set of preliminary results (at least my results are preliminary 

because there’re still some areas which should be improved, e.g. interactions). It’s up to you 
now to interpret these results and complete the story. Here’re a few questions you could 

consider in this process: 

 

 How do these results compare to the previous studies on this variable/variable 

context?  

 Is there anything expected/unexpected?  

 Do these results match your initial hypotheses? 

 Do these results answer the questions raised in the beginning of the study? 

 Are there any limitations of this analysis? (You need to report these too) 

 How do the social variables match what you know about the speaker/community you 

analyse? 

 Do these results corroborate/contradict any of the socio-linguistic patterns found in 

other studies focussing on similar issues? 

 Do the linguistic constraints make sense considering what you know about the 

variable? Can you support the results with relevant examples from the dataset, e.g. 

from discourse? 

https://docs.google.com/viewer?a=v&pid=sites&srcid=ZGVmYXVsdGRvbWFpbnxseW5uY2xhcmtsaW5nfGd4OjQwYWVhNGQzYWQwZTFiZg&pli=1
https://docs.google.com/viewer?a=v&pid=sites&srcid=ZGVmYXVsdGRvbWFpbnxseW5uY2xhcmtsaW5nfGd4OjQwYWVhNGQzYWQwZTFiZg&pli=1

